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Background

The Visual World eye-tracking Paradigm
(Tanenhaus et al., 1995) produces
intensive categorical time-series data
indicating which of one or more object
categories is being fixated at each time
point.

Why the need for the dGLMM?
The literature lacked a model
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How to format your data to implement

Pick analysis time-window a-priori
Pick temporal grain size (e.g., 10ms)
Code fixation data in binary form
(e.g., target vs. non-target)

Save the data in long form

Calculate the order of the AR: AR(1),

or AR(2), etc.

Add the AR to the dataset (will
require baseline time-points to
calculate AR for first time-point)
Remove starting time-point
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* Fit the model in glmer:

mymodel €< glmer (y ~ 1+ AR1+
condition + (1 | triallD) + (1+AR1 |
subjectlD ) + (1+AR1 | item), family =
binomial, data = mydata)
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Why might you want to use dGLMM?
activation of, e.g., the target across
conditions, while modeling:

e crossed random effects
e temporal (trend) effects
* unaggregated data

* Ignoring AR can result in

underestimated SEs and increased

type-1 error rate
e bonus: can test if AR varies
systematically across, m
e.g. persons or conditions §

* The dGLMM provides
very good fits to VWP data

model intensive categorical time-series data
with crossed random effects, temporal
(trend) effects, and captures autocorrelation
present in the data.
Extensions of the dGLMM can additionally
model spatial information (Cho et al.,
forthcoming), which can vary across persons
and items.

* Visit poster for application of dGLMM: #D9
On the necessity of hippocampusin lexical-
semantic mapping in language processing.
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